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Abstract
Background: The limited axial field-of -view (FOV) of conventional clinical
positron emission tomography (PET) scanners (∼15 to 26 cm) allows detecting
only 1% of all coincidence photons, hence limiting significantly their sensitivity.
To overcome this limitation, the EXPLORER consortium developed the world’s
first total-body PET/CT scanner that significantly increased the sensitivity, thus
enabling to decrease the scan duration or injected dose.
Purpose: The purpose of this study is to perform and validate Monte Carlo
simulations of the uEXPLORER PET scanner,which can be used to devise novel
conceptual designs and geometrical configurations through obtaining features
that are difficult to obtain experimentally.
Methods: The total-body uEXPLORER PET scanner was modeled using GATE
Monte Carlo (MC) platform. The model was validated through comparison with
experimental measurements of various performance parameters, including spa-
tial resolution,sensitivity,count rate performance,and image quality,according to
NEMA-NU2 2018 standards. Furthermore, the effects of the time coincidence
window and maximum ring difference on the count rate and noise equivalent
count rate (NECR) were evaluated.
Results: Overall, the validation study showed that there was a good agreement
between the simulation and experimental results. The differences between the
simulated and experimental total sensitivity for the NEMA and extended phan-
toms at the center of the FOV were 2.3% and 0.0%, respectively. The difference
in peak NECR was 9.9% for the NEMA phantom and 1.0% for the extended
phantom. The average bias between the simulated and experimental results
of the full-width-at-half maximum (FWHM) for six different positions and three
directions was 0.12 mm. The simulations showed that using a variable coinci-
dence time window based on the maximum ring difference can reduce the effect
of random coincidences and improve the NECR compared to a constant time
coincidence window. The NECR corresponding to 252-ring difference was 2.11
Mcps,which is larger than the NECR corresponding to 336-ring difference (2.04
Mcps).
Conclusion: The developed MC model of the uEXPLORER PET scanner was
validated against experimental measurements and can be used for further
assessment and design optimization of the scanner.
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1 INTRODUCTION

The axial field-of -view (AFOV) of conventional clinical
whole-body PET scanners varies from 15 to 26 cm.1,2

To obtain an acceptable signal-to-noise ratio (SNR) and
image quality, each bed-position should be scanned for
2–3 min, thus enabling whole-body scanning to be per-
formed within 10−20 min depending on patients’ length.3

In addition, PET imaging is intrinsically count-limited
due to the restricted amount of injected radioactiv-
ity and the attenuation of 511 keV photons in the
body before reaching the detectors of the PET scan-
ner. Furthermore, since the major parts of the body
are placed out of the AFOV, only ∼1% of the annihi-
lation photons emitted from a human injected with a
radiotracer are detected.3 The low sensitivity causes low
signal-to-noise ratio (SNR),might require higher injected
activities or increased acquisition time, controversies in
scanning children and pregnant women, limited advan-
tages of dynamic imaging, and as a consequence,
low patient throughput.3,4 In conventional generation
PET scanners, dynamic imaging is carried out using a
sequential multi-pass protocol consisting of multi-bed
acquisitions.5 Among the limitations of this approach is
that multi-bed acquisitions compromise temporal sam-
pling resolution, and as such, capturing tracers with fast
kinetics is restricted to a single-body region. Further-
more, the scanning time is divided among the multi-bed
positions, and therefore the sensitivity and SNR are
reduced for parametric imaging.6 Hence, it is neces-
sary to increase the scanner’s sensitivity to some extent
to address these issues. The best strategy to increase
the sensitivity is to enlarge the azimuthal angle through
extending the AFOV.7

A long axial field-of -view (LAFOV) in PET allows
collecting whole-body imaging data in a single shot,
which decreases dramatically the acquisition time com-
pared to current PET scanners. A high sensitivity allows
acquiring dynamic and low-dose scans suitable for PET
imaging in children and pregnant women.8 In addi-
tion, it enables dynamic total-body imaging covering
all organs simultaneously in a single acquisition.3,9

Despite the advantages of total-body PET, their concep-
tual design and clinical implementation faces a number
of challenges. These challenges include high random
coincidence rate, parallax errors, and high cost.10,11

Monte Carlo simulations are widely used for model-
ing medical imaging devices, and can be employed to
investigate the effects of different scanning parameters
on the performance of different PET instrumentation
designs and resulting image quality.12–17 A number of
simulation studies focused on total-body PET scanners.

Poon et al. simulated a total-body PET scanner with an
AFOV of 200 cm using SimSET and reported that the
Noise Equivalent Count Rate (NECR) was 25−50 times
greater than that of conventional PET scanners.18 Cre-
spo et al. simulated a 2.4 m AFOV PET scanner using
Geant4 and showed that the sensitivity of total-body
PET was 4.5 times greater than that of conventional
PET scanners with or without time-of -flight (TOF).19

Isnaini et al. used the GATE Monte Carlo package to
compare the sensitivity and count rate performance of
various PET scanners with various AFOVs.Their results
showed that the NECR of a PET scanner with 2 m
AFOV was 17.95 times larger than that of conventional
PET systems.20 Moreover, various publications reported
using Monte Carlo simulations that using a LAFOV PET
would boost the sensitivity.21–26

Furthermore, some studies evaluated the spatial
resolution and lesion detectability using Monte Carlo
simulations. Schmall et al. used the EGS4 Monte Carlo
code to investigate the depth of interaction (DOI) of 2 m
AFOV PET using two and three layers of crystals and
reported that the DOI information could enhance the
spatial resolution from 5.7 to 5 mm.27 Zhang et al.1 used
the SimSET Monte Carlo code to simulate a total-body
PET with 36 detector rings (AFOV of 196.6 cm) and
compared its performance with a state-of -the-art PET
with four detector rings (AFOV of 21 cm). Their results
showed that the SNR of the total-body PET increased
by 6.9-fold compared to the actual PET scanner, indi-
cating significant improvement in image quality in the
PET scanner with 36 rings compared to the one with
four rings.1 Ghabrial et al. evaluated the relevance of
the NEMA NU-2 standards in a total-body PET scanner
to determine whether modifications to the above refer-
enced protocol are required for the characterization of
Compton scattering in LAFOV scanners.28 Moreover, the
impact of patient body mass index on the scatter fraction
estimated in the total-body scanner was investigated
using series of voxel-based anthropomorphic phantoms.

In recent years, LAFOV PET scanners were devel-
oped for human imaging. This includes the first total-
body PET developed by the EXPLORER consortium in
collaboration with United Imaging Healthcare (UIH) in
2018 (named uEXPLORER PET) with 194 cm AFOV,29

the PennPET Explorer with a 64 cm long AFOV devel-
oped at the University of Pennsylvania,30 and more
recently Siemens Healthineers introduced a commercial
system, referred to as the Biograph Vision Quadra, with
an AFOV of 106 cm.31 In this work, we present an accu-
rate Monte Carlo model of the uEXPLORER total-body
PET scanner and its validation through comparison of
simulated and experimentally measured performance
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MODELING OF A TOTAL-BODY PET SCANNER 6817

TABLE 1 Total-body uEXPLORER PET design parameters.

Ring diameter 78.6 cm

Axial FOV 194 cm

Crystal material LYSO

Crystal element size 2.76×2.76×18.1 mm3

Crystal pitch 2.85 mm×2.85 mm
(axial×transaxial)

Crystals per block 6×7 (axial×transaxial)

Blocks per module 14×5 (axial×transaxial)

Number of units 8 (axial direction)

Number of modules per unit 24

Energy resolution @ 511 keV 11.7 %

Energy window 430 – 645 keV

Coincidence time resolution 500 ps

parameters according to NEMA-NU2 2018 standards.
This study reports on the first of accurate Monte Carlo
model of the uEXPLORER PET scanner and its vali-
dation using NEMA-NU2 2018 standards performance
parameters. In a LAFOV PET, there is a large number
of prompts where random events contribute the major
portion. To improve NECR, it is necessary to reduce the
random events, which can be achieved using an optimal
coincidence time window and applying a defined maxi-
mum ring difference (MRD).8,32 Hence,we evaluated the
effects of the coincidence time window and MRD on the
count rate performance using the developed model.

2 MATERIALS AND METHODS

2.1 Monte Carlo modeling of the
uEXPLORER

The uEXPLORER PET scanner simulated in this work
consisted of 8 units in the axial direction with a 2.5 mm
gap between them.29 Each unit contained 24 detector
modules where each module consisted of 14×5 detector
blocks, with each block containing 6×7 lutetium yttrium
oxyorthosilicate (LYSO). The chemical formula of LYSO
crystal with a density of 7.11 g/cm3 is Lu1.8Y0.2SiO5.The
composition of LYSO includes 71.447% of Lutetium (Lu,
Z = 71), 4.034% of Yttrium (Y, Z = 39), 6.371% of Sili-
con (Si, Z = 14), and 18.148% of Oxygen (O, Z = 8).
The crystal pitch was 2.85 mm where the dimension
of each crystal was 2.76×2.76×18.1 mm3. The scanner
had a detector ring diameter of 78.6 cm with an axial and
transaxial FOV of 194 and 68 cm, respectively.The coin-
cidence time window depends on the MRD and varies
from 4.5 to 6.9 ns. The uEXPLORER PET scanner’s
parameters are listed in Table 1.33

In this study,we used the Geant4 application for Tomo-
graphic Emission (GATE v9.0) Monte Carlo toolkit.34

The first and basic step in PET scanner modeling

consists in defining the geometry according to the
scanner’s specifications. Figure 1 shows the simulated
uEXPLORER PET and the total-body extended cardiac-
torso (XCAT) phantom with a length of 177.5 cm.35

GATE uses Geant4 to generate the particles and then
transports them through different materials by mimick-
ing physical interactions between particles and matter.
The “emlivermore_polar” physics list was employed
for all simulations. The physical processes include
photoelectric absorption, Compton scattering, Rayleigh
scattering, multiple scattering, pair production, ioniza-
tion, non-colinearity, and positron range. In this process,
several pieces of information, such as position and
time of the step, momentum, and energy of the track,
energy deposition of the step, and interaction type were
generated and detector pulses (digits) were simulated.
This process represents the series of signal process-
ing steps made up by the Digitizer. Figure 2 shows the
hierarchy of the digitizer corresponding to the uEX-
PLORER PET configuration. This process starts with
“hits” that generate optical photons from particle inter-
actions within the detectors. The “adder,” which is not
shown in the figure, collects and translates photons
to pulses. The “readout” modules are usually supplied
with a group of sensitive detectors collecting all the
pulses generated by the adder in a detector block.36

In = other modules, such as blurring, time resolution,
thresholder, and coincidence window, the values were
defined to be similar to those of the uEXPLORER and
mini EXPLORER PET.29,37 In the blurring module, the
energy resolution was set to 11.7% at 511 keV. The
coincidence time resolution in the early design specifi-
cations of the system was 430 ps,29 however, the TOF
resolution in the actual system was measured to be
around 500 ps.The “crystalblurring” command was used
to model the efficiency of the system. To achieve the
best agreement between the simulations and experi-
mental measurements, the crystal efficiency was varied
between 90% and 99%.The best fit in the total sensitivity
between simulations and experimental measurements
was achieved using the least squares technique38,39 for
a value of 95.7%. This step was tuned before dead
time modeling.40 The second module where a range
of values was tested to achieve a count rate close to
measurements was dead time. The dead time parame-
ter was varied between 250−350 ns at the block level
with a step size of 10 ns. Investigation of the effect of
dead time at this stage showed that for activities less
than 222 MBq, an increase or decrease of 10 ns in
dead time decreased or increased the count rate by
2% on average. Using again the least squares method,
the optimal dead time value that was most consistent
with the experimental results corresponded to a non-
paralysable value of 289.5 ns. Table 2 shows the effect
of various dead times on the count rate for an activity of
about 4 kBq/cc for the scatter phantom with a length of
175 cm.
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6818 MODELING OF A TOTAL-BODY PET SCANNER

F IGURE 1 Simulated total-body PET scanner showing (a) a transaxial and (b) axial views of the uEXPLORER. (c) A module consists of 14
blocks in the axial direction and 5 blocks in the transaxial direction. (d) A block consists of six crystals in the axial direction and seven crystals in
the transaxial direction.

F IGURE 2 The digitizer chain of the simulated total-body PET using GATE Monte Carlo platform.

A multiple policy of takeAllGoods was used to imi-
tate the behavior of coincidences. We also set the
energy window from 430 to 645 keV, with the coinci-
dence window of 4.5 ns (for 0 unit differences) and
6.9 ns (for 4 maximum unit differences). We used differ-
ent coincidence windows directly in the GATE macros
and employed a C++ program in post-processing to
implement the unit differences.

2.2 Validation strategy

To validate the developed model of the total-body
PET scanner, a number of performance parameters
were simulated and calculated based on NEMA-
NU2 2018 standards and then compared with the
experimental measurements reported by Spencer
et al.37
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MODELING OF A TOTAL-BODY PET SCANNER 6819

TABLE 2 Investigation of the effect of various dead times on the
count rate.

Dead time
value (ns) Trues (kcps)

Scatters
(kcps)

Randoms
(kcps)

250 3566 2193 2664

260 3497 2150 2612

270 3473 2108 2561

280 3438 2066 2510

290 3399 2026 2461

300 3379 1985 2412

310 3356 1945 2364

320 3226 1906 2316

330 3224 1868 2270

340 3222 1831 2225

350 3221 1794 2180

2.2.1 Sensitivity

To calculate the sensitivity based on NEMA-NU2 2018
standards,41 we first simulated a polyethylene phantom
with 700 mm length, 2 mm inner diameter, and 3.2 mm
outer diameter, filled with F-18 mixed with water. The
phantom was covered by a varying number of aluminum
layers. Separate simulations were carried out through
adding one layer of aluminum at each step, and the
sensitivity calculated accordingly.The thickness of each
layer was 2.5 mm. After calculating the sensitivity of the
five aluminum layers, a sensitivity curve was plotted ver-
sus the layers’ thickness. Extrapolation was performed
to obtain the sensitivity without attenuation. Sensitivity
computations were carried out for two positions (one
where the phantom was placed at the center of the
FOV, and the second where the phantom was placed
at 10 cm radial off -center of the FOV). A source activ-
ity of 3 MBq of F-18 was used to reduce the effects
of dead-time and random coincidences. Furthermore, a
polyethylene phantom (length of 1700 mm and thick-
ness of 2 mm) without an aluminum layer filled with
3 MBq of F-18 with water was used to calculate the
scanner’s sensitivity.

2.2.2 Count rate performance

To evaluate the count-rate performance, we simulated
two scatter phantoms with diameter and source position
similar to the phantom recommended by NEMA-NU2
2018. A 700 mm long and 6.4 mm diameter fillable line
source of F-18 with water was placed at a radial dis-
tance of 4.5 mm inside a polyethylene scatter cylindrical
phantom with 700 mm length and 200 mm diameter.
The second was an extended scatter phantom with a
length of 1750 mm in which a fillable line source similar
to the first one was embedded through the length of the

phantom. Due to the large number of activity concen-
trations and high activity, we considered a time of 1 s for
each simulation. For the 70 cm phantom, activity con-
centrations of 2, 4, 5, 7, 9, 10, 12, 14, 15, 16, 17, 18, and
20 kBq/cc were used, whereas for the 170 cm phantom,
activity concentrations of 2, 4, 6, 8, 10, and 12 kBq/cc
were used.

Furthermore,the NECR and scatter fraction (SF) were
computed based on the following equations:

NECR =
T2

T + S + kR
(1)

Scatter fraction =
S

T + S
(2)

where T,R,and S are the true, random,and scatter coin-
cidences, respectively. k can be either 1 if the NECR is
estimated using a low variance or 2 if delayed events
are used. A k value of 1 was used in this study. The true
and scatter coincidence events were estimated directly
from the simulations.

2.2.3 Randoms correction

To correct the random coincidences, the single counts in
each crystal were calculated and the random events (R)
estimated according to the following equation:

R =
2𝜏n1n2

T
(3)

where n1 and n2 are the single events on the two crys-
tals which generate a line of response (LOR), 2𝜏 is
the coincidence timing window, and T is the simulation
time.42

2.3 Spatial resolution

2.3.1 Point sources

To calculate the spatial resolution, six spherical point
sources with a diameter of 0.5 mm located at six differ-
ent positions were simulated. These point sources were
centered at axial positions of zero (z = 0) and one-
eighth AFOV and radial positions of 1, 10, and 20 cm.
Each point source was filled with 300 kBq of F-18 with
water and an acquisition time of 60 seconds was sim-
ulated. After the collection of about 70 million events,
images were reconstructed using filtered backprojection
(FBP) using a pixel size of 0.6×0.6 mm2 (the slice thick-
ness was 0.6 mm). The unit difference for the spatial
resolution was restricted to one (24 cm).
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6820 MODELING OF A TOTAL-BODY PET SCANNER

2.3.2 Mini-derenzo phantom evaluation

A mini-Derenzo phantom based on the experimen-
tal work published by Spencer et al.37 was simulated
to access the modeled scanner’s performance. The
mini-Derenzo phantom contained six rod segments
with diameters of 1.2, 1.6, 2.4, 3.2, 4, and 4.8 mm
filled with about 20 MBq of F-18 mixed with water.
The simulation time was 60 seconds. The obtained
list-mode data were reconstructed using OSEM with
20 subsets and 10 iterations. The voxel size was
1.172×1.172×1.172 mm3.

2.4 Effect of the coincidence time
window on NECR

One of the important parameters to further reduce the
number of random coincidences is the coincidence time
window. In this study, we attempted to evaluate the
impact of variable time window on NECR. The follow-
ing equation indicates that the time window varies with
the ring difference between two crystals that generate a
LOR:

𝜏 (R) =

√
T2 + (R.W )2

C
+ 3.P (4)

where R is the ring difference, T the transaxial FOV (in
meters), W is the axial crystal pitch (in meters); P is the
coincidence time resolution (in seconds), and C is the
speed of light (in m/s). A timing resolution of 500 ps and
transaxial FOV of 86 cm were set for this study.

2.5 Image quality

To evaluate image quality of the total-body PET, the
NEMA IEC phantom was simulated. A body phantom
with an inner length of 180 mm was modeled. Six
spheres with internal diameters of 10, 13, 17, 22, 28,
and 37 and 1 mm plastic thickness were simulated.
A low atomic number cylinder mimicking the lung was
placed at center of the phantom. The lung has a density
of 0.26 g/cm3 and is composed of 10.3% of Hydro-
gen, 10.5% of Carbon, 3.1% of Nitrogen, 74.9% of
Oxygen, 0.2% of Sodium, 0.2% of Phosphor, 0.3% of
Sulfur, 0.3% of Chlorine, and 0.2% of Potassium. The
phantom was placed at the center of the axial FOV.
The spheres and the background were filled with 18F
and water, and the simulated acquisition time set to
5 min. The background concentration was 5.1 kBq/cc,
whereas the sphere-to-background concentration ratio
(SBR) was 3.7:1. The listmode data were reconstructed
using the OSEM algorithm with 4 iterations and 20
subsets with resolution (point spread function—PSF)

modeling with a Gaussian filter of 3 mm FWHM, and
a voxel size of 2.34×2.34×2.34 mm3. Attenuation cor-
rection was performed and only true coincidences
were considered for image reconstruction (random and
scatter coincidences were removed based on GATE
flags). Although geometric normalization correction can
remove non-uniformity artifacts, the procedure requires
simulations with high statistics to reduce noise in the
reconstructed images. Moreover, calculation of the sen-
sitivity map for the uEXPLORER PET is computationally
prohibitive. In this study, normalization correction was
not included.

The contrast recovery (CR) and, background variabil-
ity (BV) for each sphere were calculated as follows43,44:

CRsi =

Csi

meanBKsi
− 1

SBR − 1
× 100 (5)

BVsi =
𝜎BKsi

meanBKsi
× 100 (6)

where Csi is the mean number of counts within the
sphere, measured inside a region of interest (ROI)
defined at the center of each sphere. meanBKsi is the
average of all background counts inside ROIs whit the
same diameter of sphere i. 𝜎BKsi

is the standard devia-
tion for ROIs having sphere diameters of i. SBR is the
sphere-to-background concentration ratio (3.7:1). Fur-
thermore, the relative count error in the lung (∆C) was
calculated as follows41:

ΔC =
CLung

meanBKs=37
(7)

where CLung is the average counts in the ROI of
30 mm in the lung insert and, meanBKs = 37 is the aver-
age counts of the 60 ROIs of 37 mm sphere in the
background.

2.6 Computations and image
reconstruction

We used GATE_v9.0 on a cluster using a high per-
formance computing workstation with 4 CPUs (Intel
Xeon CPU E7-4850v4@ 2.10 GHz), 64 cores and
thus 128 threads, and 320 GB RAM DDR4. Further-
more, the ROOT output was utilized to analyze the
data. For data post-processing, an in-house developed
C++ code was used. Customizable and Advanced
Software for Tomographic Reconstruction (CASToR)
open-source software was used for OSEM image
reconstruction,45 whereas the STIR platform was used
for FBP reconstruction.46

 24734209, 2023, 11, D
ow

nloaded from
 https://aapm

.onlinelibrary.w
iley.com

/doi/10.1002/m
p.16707 by B

ibliothèque de l'U
niversité de G

en D
ivision de l'inform

ation scientifi, W
iley O

nline L
ibrary on [03/11/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



MODELING OF A TOTAL-BODY PET SCANNER 6821

TABLE 3 Comparison of the total sensitivity for the 70 and 170 cm line sources at the center and at 10 cm off -center of the FOV for the
simulated and experimental measurements.

Transaxial
offset
Position

Experimental
value for 70 cm
phantom
(kcps/MBq)

Simulated value
for 70 cm
phantom
(kcps/MBq)

Relative
error

Experimental
value for 170 cm
phantom
(kcps/MBq)

Simulated value
for 170 cm
phantom
(kcps/MBq)

Relative
error

0 cm 174 168 3.4% 147 144 2.0%

10 cm 177 167 5.6% 151 143 5.3%

F IGURE 3 Comparison of simulated and measured axial sensitivity profiles of the uEXPLORER PET scanner using line sources with
lengths of: (a) 70 cm and (b) 170 cm.

3 RESULTS

3.1 Validation

3.1.1 Sensitivity

The total sensitivity for the 70 and 170 cm phantoms
was calculated and compared with the experimental val-
ues reported for the uEXPLORER PET scanner37 at
the center and at 10 cm off -center of the FOV. Table 3
summarizes the simulated total sensitivities of the 70
and 170 cm phantoms and their comparisons with the
experimental results.

Figure 3 shows the sensitivity profile of the total-
body PET versus the axial distance for the 70 and
170 cm phantoms for both simulations and experimen-
tal measurements. These simulated profiles are in good
agreement with experimental ones.The profile indicates
that the maximum sensitivity depends on the length of
the line sources, where a fall-off is seen at the two ends
of the line source. On the plateau of these two profiles,
a number of peaks and valleys can be seen due to the
selection of a ± 4 maximum unit difference. Since the
total sensitivity as well as the values in the axial sensitiv-
ity profile (especially in the peak and valleys) for simula-
tions and experimental measurements are very close to
each other, the peak sensitivity for simulations is approx-
imately equal to the experimental results. The peak

sensitivity for 170 and 70 cm line sources for simula-
tions were 18.2% and 17.2% while they were 18.6% and
17.4%, respectively, for experimental measurements.

3.1.2 Count rate performance

Figure 4 compares the simulated and measured true,
random, and scatter coincidence count rates, as well as
the NECR as a function of activity concentration in the
uEXPLORER PET scanner for both 700 and 1750 mm
phantoms. The simulated peak NECR for the 700 mm
phantom was 1.701 Mcps at 18 kBq/cc (Figure 4b),
while the experimental one was 1.524 Mcps at 17.3
kBq/cc.Furthermore, for the 1750 mm phantom the sim-
ulated peak NECR (Figure 4d) was 1.902 Mcps at 10
kBq/cc whereas the experimental value was 1.855 Mcps
at 9.6 kBq/cc. Likewise; the simulated scatter fraction
at the peak NECR for 700 and 1750 mm phantoms
were 37% and 38.3%, respectively, while the exper-
imentally measured values were 36.3% and 37.4%,
respectively.

3.1.3 Spatial resolution

Table 4 shows the experimental and simulated spatial
resolution in the tangential, radial and axial directions
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6822 MODELING OF A TOTAL-BODY PET SCANNER

F IGURE 4 Plots comparing simulated and experimentally measured true, random, and scatter coincidence count rates for 700 mm long
phantom (a) and 1750 mm long phantom (c) and NECR for 700 mm phantom (b) and 1750 mm phantom (d) for the uEXPLORER PET scanner.

TABLE 4 Comparison of experimental and simulated spatial resolution (FWHM) for point sources in the tangential, radial and axial
directions at two different axial positions within the field-of -view.

FWHM
Tangential Radial Axial

Location
Position
(cm) Experimental Simulation

Difference
(mm) Experimental Simulation

Difference
(mm) Experimental Simulation

Difference
(mm)

Center of
FOV

1 3.0 2.9 0.1 3.0 3.2 0.2 2.8 3.1 0.3

10 3.1 3.0 0.1 3.4 3.4 0.0 3.2 3.4 0.2

20 4.0 4.0 0.0 4.7 4.9 0.2 3.2 3.4 0.2

1/8th

FOV
1 2.9 2.8 0.1 3.0 3.0 0.0 2.9 3.0 0.1

10 3.2 3.2 0.0 3.6 3.5 0.1 3.1 2.7 0.4

20 4.4 4.3 0.1 4.6 4.7 0.1 3.3 3.3 0.0

for six 18F point sources. The average of the tangential,
radial, and axial FWHM for point sources located at the
center of the FOV and at radial offsets of 10, 100, and
200 mm were 3.3, 3.8, and 3.3 mm, respectively. At an
axial distance of one-eighth of the FOV, the mean of
the tangential, radial, and axial FWHM were 3.4, 3.8,
and 3.0 mm, respectively.

Figure 5 compares the simulated and experimen-
tal reconstructed images of the mini-Derenzo phantom
located at the center of the FOV.37 The reconstruction
of both images was performed using 20 subsets and 10
iterations (pixel size of 1.172×1.172 mm2) without post-
reconstruction filtering. The rods with 2.4 mm diameter
were clearly visible on both images.
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MODELING OF A TOTAL-BODY PET SCANNER 6823

F IGURE 5 Comparison of simulated (left) and experimentally measured (right) images of the mini-Derenzo phantom on the uEXPLORER
PET scanner reconstructed using OSEM algorithm with 20 subsets and 10 iterations. The experimental phantom image was reproduced with
permission from Spencer et al. 37

F IGURE 6 NECR as a function of activity concentration for
various combinations of maximum ring difference (MRD) and
coincidence time window.

3.2 The effect of coincidence time
window on the NECR

Figure 6 displays the NECR as a function of the activity
concentration. For each maximum ring difference value,
a time window calculated using Equation (4) is set to
process all coincidence events. The results show that
the NECR for a coincidence time window of 4.6 ns cor-
responding to 252-ring difference (three units) was 2.19
Mcps, which is larger than the NECR for 5.2 ns, which
corresponds to 336-ring difference (four units) with 2.09
Mcps. This opens the option to select an optimal coin-
cidence time window and maximum ring difference to
improve the NECR.

3.3 Image quality

Figure 7a shows a transaxial slice through the cen-
ter of the six spheres of the simulated image quality
phantom with resolution modeling produced by the

total-body PET scanner. Figures 7b and 7c compare
the results of CR and BV, respectively, as a function
of sphere size between simulations and experimen-
tal measurements for similar acquisition time (5 min).
The relative count error in the lung insert amounted to
4.12% for this condition.Since we used a different image
reconstruction framework, reconstructed images were
evaluated at different iterations, namely, 2, 3, 4, and 5.
The results achieved using four iterations were closer to
the experimental report.

4 DISCUSSION

Conventional commercial PET scanners have a maxi-
mum AFOV of 26 cm. This short AFOV relative to the
length of the human body limits the sensitivity of PET
scanners and increases the acquisition time. A total-
body PET covers the entire body in a single shot and
increases significantly the sensitivity. In addition, the
injected activity and scan duration are reduced, and
imaging of all organs simultaneously enabled.The uEX-
PLORER was the first human total-body PET scanner
made commercially available.

This study aimed to develop and validate a Monte
Carlo model of the uEXPLORER total-body PET
scanner using the GATE simulation platform. The sen-
sitivities defined according to the NEMA-NU2 2018 and
extended phantoms were calculated at two positions.
The simulated results of the 70 cm phantom were in
good agreement with the experimental measurements
performed on the uEXPLORER PET scanner reported
by Spencer et al.37 The relative errors between the
simulated and experimental total sensitivities were
3.4% and 5.6% at the center and 10 cm off -center of
the FOV, respectively. For the extended phantom with
170 cm length, the relative errors between the simulated
and experimental total sensitivities were 2.0% and 5.3%
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6824 MODELING OF A TOTAL-BODY PET SCANNER

F IGURE 7 Images of the image quality phantom showing (a) a transaxial slice, (b) plots comparing the simulated and experimental CR
results, and (c) plots comparing the BV results between simulations and experimental measurements. The images were reconstructed using the
OSEM algorithm with 20 subsets and 4 iterations (2.34×2.34 mm2 pixel size, with resolution modeling).

at the center and at 10 cm off -center of the FOV,respec-
tively. These relatively small differences were expected
since some electronic and digitizer parameters, such
as dead-time, were not accurately modeled. In addition,
pulse pile-up was not considered in this simulation. For
both simulation and experimental results, the sensitiv-
ity for the 70 cm phantom is higher than the 170 cm
phantom. This is due to the lower acceptance angle at
the end of the scanner causing a reduced geometric
efficiency at both axial edges. Hence, the rate of the
true events for the 70 cm phantom is higher than the
170 cm phantom.

To evaluate the count-rate performance of the
simulated total-body PET scanner, we calculated the
count-rate for a phantom with a length of 700 mm
based on NEMA NU-2 and an extended phantom with
a length of 1750 mm. In a comparative study, Leung
et al.47 used three phantoms with lengths of 70, 175,
and 210 cm and one patient. Their results indicated that
the NECR of the patient was very close to that of the
175 cm phantom. Hence, an extended phantom is more
suitable for the characterization of the total-body PET
scanner. Figure 4 shows a good agreement between
the simulated and experimentally measured plots of
true, scatter, random, and NECR. The relative difference
between the simulated and measured peak NECR was
11.6% and 2.5 % for the 700 and 1750 mm phantoms,
respectively. The activity concentration at which the
peak NECR occurred in the simulation was close to the

corresponding experimental values for both phantoms
(for 700 mm phantom: 18 kBq/cc simulated versus 17.3
kBq/cc measured, for 1750 mm: 10 kBq/cc simulated
versus 9.6 kBq/cc measured). Furthermore, the relative
difference between the simulated and experimental
results of scatter fraction was 1.9% and 2.4% for 700
and 1750 mm phantom, respectively.

A Monte Carlo study was recently carried out by
Tiwari et al.10 on an extended version of the GE Discov-
ery MI PET scanner up to 2 m. The achieved sensitivity
and peak NECR were about two times higher than those
reported for the uEXPLORER. This is expected since
they used thicker (25 mm) LYSO crystals compared
to the uEXPLORER (18.1 mm). However, when they
used 20 mm thick LYSO crystals, the sensitivity was still
1.45 times higher than the uEXPLORER. Furthermore,
it should be noted that in the uEXPLORER, the max-
imum acceptance angle was restricted to 57◦, which
decreases the sensitivity, while in the extended GE
study, the whole AFOV length was considered. However,
since the sensitivity calculation based on NEMA is
measured in attenuation-free condition, this increase
in sensitivity might not reflect clinical scenario. If this
calculation is performed in the presence of the patient,
LORs occurring above the range of acceptance angle
of 57◦ will be attenuated.

In terms of spatial resolution, there was a good agree-
ment between simulated and experimental results with
a difference of less than 0.4 mm, while the average bias
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MODELING OF A TOTAL-BODY PET SCANNER 6825

for all six point sources was 0.12 mm. The high sensitiv-
ity of total-body PET combined with small size crystals
enables the physical realization of high spatial resolu-
tion (∼3 mm) in whole-body PET imaging.The difference
between simulation and experimental results can be due
to differences between the experimental and simulation
conditions, such as the digitizer, light transport between
crystals, and the SiPMs, which were not considered in
the simulation study.

Imaging of the mini-Derenzo phantom with rod diam-
eters varying from 1.2 to 4.8 mm showed that rods
with a diameter of 2.4 mm were clearly visible on both
simulated and measured images. This examination also
confirms the excellent agreement between the experi-
mental and simulation results in terms of system spatial
resolution.

Using variable coincidence time window as a function
of maximum ring difference, according to Equation (4),
could improve the count-rate performance and SNR.
Minimizing the random coincidences from long LORs
increases the NECR. When a large MRD is consid-
ered, it might appear that the NECR increased. While
increasing the MRD increases the random and scatter
coincidences. Moreover, a large MRD attenuates LORs
at large acceptance angles,which reduces the true coin-
cidence events. Therefore, choosing an optimum MRD
might increase the NECR. Figure 6 showed that the
NECR with a maximum ring difference of 252-rings was
higher than that of the 336-rings. These results were
consistent with those reported by Poon et al.8 and Leung
et al.47

Images of the six spheres of the image quality
phantom (Figure 7a) showed that despite the short
acquisition time, the contrast recovery of the spheres
was high, especially for the small-size spheres (10–
13 mm diameter), reflecting the high sensitivity and good
spatial resolution of the uEXPLORER PET scanner. In
Figure 7b, the CR of the simulated and experimental
results with identical conditions (reconstruction using
four iterations with PSF modeling and 5 min of time
duration) are compared.For the 10 mm diameter sphere,
the experimental CR is 53%, whereas it was 51.8%
for the simulation study. Therefore, the relative differ-
ence between simulated and experimental results for
the smallest sphere is about 2.3%. In addition, for the
largest sphere, the relative difference is 2.5%. However,
the average relative difference for all spheres is about
3.9%.

Figure 7c compares the BV between simulated and
experimental results. The lowest and largest differences
in BV were 1.8% and 11.8%, which corresponded to
10 and 28 mm spheres, respectively. The difference
between simulated and experimental results can be due
to differences between image reconstruction software
used.

The relative count error in the lung in the simulation
study was 4.12%, while it was 1.36% for experimental

measurements. In addition to difference in scanning
time (30 min for the real scan), this difference can
be related to difference in lung material and its linear
attenuation coefficient in simulated and experimental
measurements.

To the best of our knowledge, this is the first study
reporting on an accurate Monte Carlo model of the
uEXPLORER PET scanner and its validation against
experimentally measured NEMA-NU2 2018 standards
performance parameters. The long AFOV of the scan-
ner and the large number of lines of response prevented
us from simulating total-body human voxel-based phan-
toms (e.g., XCAT).

The validated simulation model reported in this
study should enable further methodological and clini-
cal research to be performed to further optimize the
conceptual design of the total-body PET scanner.Exam-
ining different TOF coincidence time resolutions and
their impact on the SNR of the resulting total-body PET
images is one potential avenue to explore. Likewise,
evaluating different types of crystals on the perfor-
mance of the total-body PET and choosing the optimal
crystal in terms of efficiency and cost is also of inter-
est. Investigating the potential of wobbling in improving
the spatial resolution of the total-body PET scanner
and optimizing acquisition protocols is another path to
explore. A major challenge associated with total-body
PET is its high cost. This can be addressed by explor-
ing various strategies to reduce the detectors’ volume.
Reducing the detectors in both the axial and transaxial
direction and recovering the missing data through var-
ious strategies, including compressed sensing or deep
learning approaches will enable building total-body PET
scanners with fewer detectors and lower cost, while
keeping similar image quality.

5 CONCLUSION

A total-body PET scanner was modeled using the GATE
Monte Carlo toolkit according to the specifications of the
uEXPLORER PET scanner. The comparative assess-
ment demonstrated overall good agreement between
simulated and experimental performance parameters
according to NEMA standards.The impact of the coinci-
dence time window on the NECR was also investigated
showing that the use of an optimal coincidence time win-
dow along with the maximum ring difference improves
the count rate performance. The validated MC model
of the uEXPLORER PET scanner enables to investi-
gate different strategies to optimize the performance
and potentially reduce the cost.
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